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1     INTRODUCTION                                                                                                                                                          

istribution networks provide electricity for three types 

of essential loads: residential, commercial and 

manufacturing. The load profiles for each of these load types 

are different, which causes the distribution feeder to become 

more overloaded at some times of the day and less loaded at 

other times; and the operating conditions of the distribution 

network also change with this load variation. If not well 

compensated, the voltage at various buses goes out of 

recommended range and the actual loss on the feeders also 

rises, resulting in high system operating expenses. Moving 

the system loads may be used to reduce or eliminate system 

losses, alleviating overloading of network elements and to 

maintain the voltage in the power distribution 

network within their acceptable ranges by re-configuring the 

network from time to time in order to re-distribute the load 

currents more effectively [1]. 

Placement of capacitors, grading of conductors, re-

configuration of feeders and allocation of distributed 

generators (DG) are effective strategies to 

reduce the Power loss [2]. Adding these strategies to the 

distribution network needs a large price of installation. 

Re-configuration of the system could be implemented 

through re-configuring sectionalizing switches and tie 

switches. This process reduces power loss and also 

enhances the profile of voltage by taking into account 

operating bonds with no extra cost [3]. 

As the distribution network consists of several switches 

and the amount of switching operations available is 

immense. Network re-configuration is thus a very difficult 

problem in decision-making. At the other hand, the  

constraint of radially and the discrete nature of the switch 

values prohibit the use of classic optimization techniques to 

solve the re-configuration problem. Therefore, most 

algorithms are based on heuristic search techniques, using 

either analytical or knowledge-based engines [4]. which they 

attempt to find a near – optimum solution for large power 

systems within reasonable time. 

Over the last two decades, several researchers have 

solved the issue of network re-configuration using various 

approaches with the goal of minimizing power loss and/or 

improving the voltage profile of power distribution 

networks, as shown in Fig.1 [5].  

 

 

          Fig. 1: Classification of network reconfiguration approaches 

The distribution system re-configuration for reducing 

network losses was first suggested by Merlin and Back in 

1975 [6]. Subsequently, significant research has been carried 

out in this field to make network re-configuration more 

efficient. Numerous methods such as PSO, Tabu Search (TS), 

knowledge-based expert system, simulated annealing (SA), 
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single-loop optimization, Ant Colony Optimization (ACO) 

and Harmony Search Algorithm (HS) have been suggested 

in the literature [7-12]. 

The minimization of the actual loss of power is used as 

an objective function. The proposed approaches are tested 

on standard 33-bus test systems and the simulation results 

indicate the good performance of the proposed techniques.  

The material of this paper is arranged as follows: The 

problem formulation of the distribution system re-

configuration is described in Section 2. Section 3 explains the 

algorithms that was suggested here. The test system is 

explained in section 4. The results of the simulation are 

summarized and discussed in Section 5. This paper ends 

with some observations and conclusions.  

2 NETWORK RE-CONFIGURATION PROBLEM 

FORMULATION 

Network re-configuration refers to physical or 

electrical modification of current network. Examples of 

network re-configuration include changing routes of 

transmission and distribution lines, bifurcation of 

distribution feeders, shifting of load to other less loaded 

feeders and adjusting system operating voltages. When 

operational conditions change, network re-configuration 

is achieved by opening / closing the network switches 

under a number of restrictions that should not be violated 

after re-configuration. The constraints are:  

• Operating in radial form 

• All loads are served. 

• Lines, transformers, and other equipment’s operate 

within their current capacity limits. 

• Bus voltage within regulatory limits. 

2.1 LOAD FLOW CALCULATIONS USING BACKWARD / 
FORWARD SWEEP 

The network load flow from two sets of recursive 

equations can be determined iteratively. The first set of 

equations for the calculation of the power flow through the 

branches, starting from the last branch and continuing 

backward towards the root node. The other set of equations 

is to measure the voltage magnitude and angle of each node 

starting from the root node and moving forward in the 

direction of the last node. The fig. 2 shows the representation 

of two nodes in a distribution line. Consider a branch ‘j’ is 

connected between the nodes ‘i’ and ‘i+1’. 

 
Fig. 2: Representation of two nodes in a distribution line 

The effective active ( 𝑃𝑖 ) and reactive (𝑄𝑖) powers that of 

flowing through branch ‘j’ from node ‘i' to node ‘i+1’ can be 

calculated backwards from the last node and is given as, 

𝑃𝑖 = 𝑃𝑖+1
′ + 𝑟𝑗

(𝑃𝑖+1
′ + 𝑄𝑖+1

′ )

𝑉𝑖+1
2                         … (1) 

𝑄𝑖 = 𝑄𝑖+1
′ + 𝑥𝑗

(𝑃𝑖+1
′ + 𝑄𝑖+1

′ )

𝑉𝑖+1
2                        … (2) 

Where: 

𝑃𝑖+1
′ = 𝑃𝑖+1 + 𝑃𝐿𝑖+1  and 𝑄𝑖+1

′ = 𝑄𝑖+1 + 𝑄𝐿𝑖+1  

𝑃𝐿𝑖+1 and 𝑄𝐿𝑖+1 are loads that are connected at node ‘i+1’. 

𝑃𝑖+1 and  𝑄𝑖+1 are the effective real and reactive power flows 

from node ‘i+1’. 

The voltage magnitude and angle at each node are 

calculated in forward direction. Consider a voltage 𝑉𝑖⎿ 𝛿𝑖   at 

node ‘i’ and 𝑉𝑖+1⎿ 𝛿𝑖+1 at node ‘i+1’, then the current flowing 

through the branch ‘j’ having an impedance, 𝑧𝑗 = 𝑟𝑗 + 𝑗𝑥𝑗 

connected between ‘i’ and ‘i+1’is given as, 

𝐼𝑗 =
𝑉𝑖⎿ 𝛿𝑖 −  𝑉𝑖+1⎿ 𝛿𝑖+1

𝑟𝑗 + 𝑗𝑥𝑗

                             … (3) 

The total real and reactive power loss of radial 

distribution system can be calculated as, 

𝑇𝑃𝐿 = ∑ 𝑟𝑗  
(𝑃𝑖

2 + 𝑄𝑖
2)

𝑉𝑖
2

𝑁𝑏

𝑗=1

                                … (4) 

𝑇𝑄𝐿 = ∑ 𝑥𝑗  
(𝑃𝑖

2 + 𝑄𝑖
2)

𝑉𝑖
2

𝑁𝑏

𝑗=1

                              … (5) 

At first, a flat voltage profile is assumed at all nodes i.e., 

1.0 𝑝𝑢. The branch powers are calculated iteratively with the 

updated voltages at each node.  

2.2 OBJECTIVE FUNCTION 

An aim of re-configuring the distribution network 

throughout usual operation would be to choose the ideal 

switch process policy to minimize loss of power and to 

keep the voltage in power distribution systems within its 

permissible interval. Also, Subsequent goals can be fulfilled 

by network re-configuration such as: 

 Balancing feeder loads and helping to handle network 

overload situations by transferring loads from highly 

loaded feeders to lightly loaded feeders. 

 Restoration of service under faulty conditions, thus 

enhancing system protection, reliability and improving 

power efficiency. 

 Restoration of Service for maintenance. 

In this paper, the problem of optimization is done on the 

basis of the reduction of power loss and the improvement of 

the voltage profile, taking into account restrictions and 
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different scenarios of load fluctuations. The objective 

function applied to find the minimum value of total power 

loss is shown in Equation (5): [13] 

𝐹 (𝑥) = 𝑚𝑖𝑛 (𝑇𝑃𝐿)                                        … (5) 

𝑥 = [𝑇𝑖𝑒₁; 𝑇𝑖𝑒₂; . . . . . . ; 𝑇𝑖𝑒𝑁𝑡𝑖𝑒; 𝑆𝑤₁; 𝑆𝑤₂; . . . . . . 𝑆𝑤𝑁𝑡𝑖𝑒]  

where 𝑥 is the control variables vector; 𝑇𝑖𝑒ᵢis the state of the 

𝑖𝑡ℎ tie switch; and 𝑆𝑤ᵢ is the switch. 

      Many similar distribution network re-configuration 

algorithms combine the TPL index with the minimum 

voltage index as an optimal multi-objective issue. The 

proposed objective is a mono-objective function; therefore, 

the design is more rational. According to the following case 

study, it is revealed that the algorithm being compared with 

the proposed algorithm cannot achieve the minimum TPL 

because of the index voltage compromise. In fact, looking for 

a voltage that is as high as possible in range is irrational. The 

explanation lies in the fact that the utility has provided the 

consumer with the appropriate power by means of the 

permissible voltage range limitation. Accordingly, the 

company needs to achieve the full benefit, i.e. the single 

minimum TPL should be a reasonable target. As regards the 

power quality, which is different from the minimum voltage, 

it should be replaced by the average voltage index, which 

should be a reasonable index for the determination of the 

power quality from the point of view of the utility and the 

users [13].  

2.3 AVERAGE VOLTAGE CONCEPT 

The 𝑉𝑚𝑖𝑛index is commonly used for voltage analysis 

in the distribution network. In the network re-

configuration analysis, the  𝑉𝑚𝑖𝑛index is not good enough 

to select the best solution, as the negative power 

compensation resources are insufficient to raise the  𝑉𝑚𝑖𝑛 

above 0.95, which is the minimum voltage allowed. 

Furthermore, it is difficult to deal with certain bus 

voltages in order to determine whether or not there has 

been an increase in the voltage in the distribution network, 

as voltage improvements may have occurred in some 

busses and not in others, or may have deteriorated in some 

busses. A new average voltage index is offered in this 

study to manage all bus voltages and to fulfill most of the 

electrical power constraints. The index is given in 

Equation (6): 

𝑉𝑎𝑣 =
∑ 𝑉𝑖

𝑁𝑛
𝑖=1

𝑁𝑛
                                                   … (6) 

where 𝑉𝑎𝑣 is the average voltage of the system; 𝑉𝑖 is 

the voltage magnitude of the 𝑖𝑡ℎ bus; 𝑁𝑛 is the number of 

network buses.[13] 

2.4 CONSTRAINT 

In order to measure system power losses, bus voltages, 

and branch current, the power flow analysis shall be 

performed for each proposed configuration. The goal 

function is limited to the following: 

1. Bus Voltage will be between the upper and lower 

limits as shown in equation (7). 

 
𝑣𝑖,𝑚𝑖𝑛 ≤ |𝑣𝑖| ≤ 𝑣𝑖,𝑚𝑎𝑥      𝑖 = 1,2, … , 𝑁𝑛     … (7) 

   Where: 𝑣𝑖 is the voltage magnitude of the 𝑖𝑡ℎ bus, 𝑣𝑖
𝑚𝑎𝑥and 

𝑣𝑖
𝑚𝑖𝑛

 are the minimum and maximum voltage magnitude 

boundaries of the 𝑖𝑡ℎ bus. 

 

2. Power flow at each branch must be below or equal 

to its maximum capacity, as shown in equation (8) 

𝑆𝑗 ≤ 𝑆𝑗
𝑚𝑎𝑥                                                           … (8) 

3. Branch current limit: 

|𝐼𝑗| ≤ 𝐼𝑚𝑎𝑥                                                          … (9) 

  Where:  |𝐼𝑗| is the current magnitude flowing in the branch 

𝑗, 𝐼𝑚𝑎𝑥 is the maximum permissible current limit. 

4. Since most distribution systems operate in a radial 

topology as a compromise between operating costs 

(mainly related to protection systems) and the 

reliability, radial topology is seen as a restriction. 

 2.5 LOAD DEMAND VARIATION 

The loading of the network is a customer-type function, 

as such differing daily and seasonal load curves, Load 

profiles fluctuates from feeder to feeder due to the mixing 

and dispersion of the customer service [14]. Sectionalizing 

switches installed to separate the line section of each 

distribution line and the tie switches installed at the 

distribution line connection points. By re-locating existing 

switches, the distribution system can be changed to a new 

network topology with minimal power losses and an 

improved voltage profile compared to the previous one [1]. 

Choosing and positioning a sufficient number of switches is 

a daunting activity in the planning of distributions. In 

addition, the switches installed in the distribution networks 

are operated flexibly, according to the expansion of the load 

and the network. In this article, the superiority and efficiency 

of the proposed approach is evaluated in three separate 

cases: 

• Case 1: constant load   

• Case 2: Various Load Rates  

• Case 3: Different Load Patterns 

2.5.1 DIFFERENT LOAD LEVELS 

The load requirements (active and reactive) in 

the buses are linearly shifted from low loads (𝛾 =0.75) to the 
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highest load demand point (𝛾 =1.25) with a step change of 

12.5%. For each load demand level, the status of the switches 

opened, total active and reactive power losses, total 

apparent power losses, minimum voltage and average 

voltages are determined in various configurations. Where 

the solution suggested enables distribution system 

engineers to choose the optimal configuration that result in 

a substantially decreased in power loss response to 

fluctuations in the load demand level by 𝛾. Load 

demand fluctuates as in equations (10) and (11).[13] 
𝑃𝐿𝑖 = 𝛾 𝑃𝐿𝑖𝑜                                         … (10) 

𝑄𝐿𝑖 = 𝛾 𝑄𝐿𝑖𝑜                                        … (11) 

where 𝛾 is the value of the load variance ratio; and 𝑃𝐿𝑖𝑜 

and 𝑄𝐿𝑖𝑜 are the reference constant active and reactive power 

of the 𝑖𝑡ℎ load. 

2.5.2 DIFFERENT LOAD PATTERNS 

Present electrical utilities form a complex blend of static 

and dynamic components that work in a variety of 

configurations [15]. A constant load model can be defined as 

a polynomial load representing voltage magnitude and 

frequency power ratio [16]. As shown in Equations (12) and 

(13), the common form of a load model consisting of actual 

and reactive power dependence on voltage (𝑉) and 

frequency (𝑓): 

𝑃𝐿𝑖 = 𝑓𝑃𝐿(𝑉, 𝑓)                                                 … (12) 

𝑄𝐿𝑖 = 𝑓𝑄𝐿(𝑉, 𝑓)                                                 … (13) 

Where (𝑃𝐿𝑖) and (𝑄𝐿𝑖) are the active and reactive load 

demand; 𝑓𝑃𝐿, 𝑓𝑄𝐿are the functions of active and reactive load 

demand of the system. 

Frequency load dependence is often overlooked, as 

voltage variations are often more common and 

observable than system frequency variations [17]. The main 

network connection in this work maintains the frequency 

constant; thus equations (14) and (15) represent the load 

model based on the variations in the bus voltages. Load 

demands have been updated to depend on voltage, and 

system re-configuration has been adjusted to the network 

bus voltage profile. As a result, demand action has changed 

with the re-configuration of the network. In order to execute 

the actual active and reactive load, the load was defined as 

voltage-dependent as indicated in Equations (14) and (15). 

𝑃𝐿𝑖 = 𝑃𝐿𝑖0 [𝑝1 (
𝑉𝑖

𝑉𝑖0

)
2

+ 𝑝2  + 𝑝3 (
𝑉𝑖

𝑉𝑖0

)
0

]     … (14)                   

𝑄𝐿𝑖 = 𝑄𝐿𝑖0 [𝑞1 (
𝑉𝑖

𝑉𝑖0

)
2

+ 𝑞2 + 𝑞3 (
𝑉𝑖

𝑉𝑖0

)
0

]   … (15)                

𝑝1 + 𝑝2 + 𝑝3 = 1                             … (16) 

𝑞1 + 𝑞2 + 𝑞3 = 1                             … (17) 

In addition, equations (14) and (15) characterize the ZIP 

model, where Z, I and P denote the load elements of constant 

impedance, constant current and constant power, 

respectively. The parameters (𝑝1 and 𝑞1), (𝑝2 and 𝑞2), and (𝑝3 

and 𝑞3) in Equations (16) and (17) indicate the relative 

involvement of constant impedance load, constant current 

load, and constant power for active and reactive loads, 

respectively. 𝑃𝐿𝑖0 and 𝑄𝐿𝑖0 are the references of active and 

reactive power of the 𝑖𝑡ℎ consumer at rated voltage 𝑉𝑖0 = 1 

per unit. 𝑉𝑖 is the per unit delivering voltage of the 𝑖𝑡ℎ 

consumer. 

Equations (14) and (15) can be modified as Equations 

(18) and (19), respectively, for the voltage-exponential load. 

𝑃𝐿𝑖 = 𝑃𝐿𝑖0 [   (
𝑉0

𝑉𝑖0

)
𝜎

]                      … (18) 

𝑄𝐿𝑖 = 𝑄𝐿𝑖0 [ (
𝑉𝑖

𝑉𝑖0

)
𝜏

  ]                      … (19) 

Where 

σ ≅
p1 × 2 + p2 × 1 + p3 × 0

p1 + p2 + p3

                        … (20) 

τ ≅
q1 × 2 + q2 × 1 + q3 × 0

q1 + q2 + q3

                        … (21) 

Equations (18) and (19)  σ and τ denote the voltage-

exposing features of the active (𝑃𝐿𝑖) and reactive (𝑄𝐿𝑖) load 

requirements, respectively; σ and τ can be computed from 

equations (20) and (21) respectively. The values of the active 

and reactive power exponents used for this work are shown 

in Table 1. 

                                       TABLE 1 

               Type of loads and the exponent values [18] 
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3 THE PROPOSED METHODS: 

3.1 ANT COLONY OPTIMIZATION (ACO) METHOD 

The first ant colony optimization (ACO) algorithm used 

by Dorigo [19] in 1992. In recent years, some modifications 

have made this met heuristic an effective tool for solving 

combinatorial optimization problems. Some of the recently 

proposed ACO applications in the distribution system 

region concern feeder restoration and optimum switching 

adaptations for distribution system planning. [1]  

The inspiring source of ACO is the pheromone trail 

laying and following behavior of real ants which use 

pheromone as a communication medium. the algorithm can 

find the optimum solution by generating artificial ants. As 

the real ants search their environment for food, the artificial 

ants search the solution space [20]. artificial ants, mediated 

by artificial pheromone trails, the pheromone trails in ACO 

serve as distributed, numerical information [21], any 

pheromone-rich path will thus become the path of the target. 

The procedure is illustrated by Fig. 3 [22], In Fig. 3 (a), The 

ants move straightaway from food source A to nest B. When 

an obstacle comes up as shown in Fig. 3(b), the path is cut 

off. In their movements, the ants will not be able to follow 

the previous trail. In this situation, they have the same 

probability to go right or left. But after some time, the path 

CD will have more pheromones and all the ants will move 

in the path ACD. 

 

Fig. 3: The behavior of real ants 

As the ants from C to reach F through D will reach more 

rapidly than that of the ants through E, i.e., CEF. Hence ant 

at F from B will find pheromone a path FDCA and will go 

through it, where Fig. 3 (c) illustrates that the shorter path 

CDF will collect more amount of pheromone than the longer 

path CEF. As a result, more and more ants will be directed 

to move along the shorter path. Due to this auto-catalytic 

process, all ants will soon choose a shorter path. This 

behavior is the basic concept of an ant colony algorithm. The 

proposed ACO algorithm that is presented here is shown in 

the flow chart of fig. 4, the following steps give details to the 

flow chart: 

    

1. To create meshed loops, close all the tie and 

sectionalizing switches in the network. The number of 

meshed loops is equal to the number of tie switches.  

2. Generate arbitrary number of artificial ants.  

3. Initialize the parameters, heuristic parameter (ß), 

pheromone parameter (α), evaporation parameter (ρ) 

for local updating rule, evaporation factor (μ) for global 

updating rule, and initial pheromone values for each 

switch.  

4. State transition rule:  

   Ants choice their next state (switch) according to this rule 

given by (22) 

𝑆𝐾(𝑖, 𝑗) = {
𝑠1 𝑖𝑓 𝑞 ≤ 𝑞𝑜

 𝑠2𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
}                        … (22) 

𝑆1 = 𝑎𝑟𝑔𝑚𝑎𝑥 [  [𝑡(𝑖, 𝑗)]𝑎 ∙  [ℎ(𝑖, 𝑗)]𝑏]   … (23) 

Where:  

𝑆𝑘(𝑖, 𝑗) is the state (switch) that 𝑎𝑛𝑡𝑘 chooses in its next 

move; 𝑘 is the ant; 𝑖 and 𝑗 are the current and next state 

respectively; 𝑆1 and 𝑆2 are random variables represent the 

state (switch) that 𝑎𝑛𝑡𝑘 selects according to transition state 

transition rule; 𝑡(𝑖, 𝑗) is the pheromone deposited by ants 

during move; 𝑞 is a random number uniformly distributed 

in [0,1];𝑞0 is a parameter between 0 and 1(0 ≤ 𝑞0 ≤ 1) 

according to equation (25); ℎ(𝑖, 𝑗) is the heuristic 

information of the problem; 𝛼 is a parameter represents 

the importance of pheromone; 𝛽 is a parameter represents 

the importance of heuristic; 𝑆2 is selected according to a 

pseudo random rule or a pseudo random proportional 

rule given by (24).  

 

𝑆2 =
[  [𝑡(𝑖, 𝑗)]𝑎 ∙   [ℎ(𝑖, 𝑗)]𝑏]

∑ [  [𝑡(𝑖, 𝑙)]𝑎 ∙   [ℎ(𝑖, 𝑙)]𝑏]𝑙∈𝑁𝑘(𝑖)

 𝑖𝑓 𝑗

∈ 𝑁𝑘(𝑖)            … (24)                                 

𝑞0 = |

𝑐1 𝑖𝑓     0 ≤ 𝑐𝑦𝑐𝑙𝑒 ≤ 𝑛0

𝑐0 𝑖𝑓     𝑛0 ≤ 𝑐𝑦𝑐𝑙𝑒 ≤ 𝑛1

𝑐2 𝑖𝑓     𝑛2 ≤ 𝑐𝑦𝑐𝑙𝑒 ≤ 𝑛𝑚𝑎𝑥

|                   … (25)           

Where:  

𝑁𝑘(𝑖) is the set of states (switches) that selected by ant k 

that is called tabu list; 𝑛0 and 𝑛1 are iteration frequency; 

𝑛𝑚𝑎𝑥 is maximum iteration frequency; 𝑐0 is a parameter its 

value between 0 and 0.4; 𝑐1 is a parameter its value 

between 0.8 and 1.  

5. Calculation of the Objective function:  

The objective function is determined after the ants have 

finished selecting the switches (states) as given in 

equations in (5). 

6. Local updating pheromone rule:  

While constructing a solution each ant adjusts the 

pheromone by this rule given by (26). 
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𝑡(𝑖, 𝑗) = (1 − 𝛤) ∙  𝑡(𝑖, 𝑗) + 𝛤 ∙ 𝑡0            … (26) 

Where:  

𝑡0 is the initial value of pheromone; 𝛤 is a heuristically 

defined parameter; The local updating rule shuffles the 

search process.  

7. Global updating pheromone rule:  

Once all the ants have completed their tour (an iteration), 

this rule applies to the states (switches) belonging to the 

best solution. This rule offers the best solution for a large 

amount of pheromone and is given by (27): 

𝑡(𝑖, 𝑗) = (1 − ℳ) ∙ 𝑡(𝑖, 𝑗) + ℳ ∑ ∆𝑡 (𝑖, 𝑗)

𝑚

𝑘=1

          … (27) 

∆𝑡 (𝑖, 𝑗)

= |

𝑄

𝐿𝐾

 𝑖𝑓 𝑎𝑛𝑡𝑘  𝑠𝑒𝑙𝑒𝑐𝑡𝑠 𝑡ℎ𝑒 𝑒𝑑𝑔𝑒 𝑜𝑟 𝑠𝑡𝑎𝑡𝑒 (𝑖, 𝑗)

  0                         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                    

| … (28) 

Where  

∆𝑡 (𝑖, 𝑗) is the change in the pheromone; ℳ is the 

pheromone evaporation factor; 𝑄 is a constant between 1 

and 10,000; 𝐿𝐾 is the best objective function solved by 𝑎𝑛𝑡𝑘; 

𝑚 is the number of states.   

8. Repeat step 4 to step 6 continuously until satisfying the 

condition of abort iteration.  

9. Up to abort iteration, the solution of minimum objective 

function in all local optimum solution is global optimum 

solution. 

 

  Fig. 4: Flow chart of the proposed algorithm 

3.2 PARTICLE SWARM OPTIMIZATION (PSO) METHOD 

In the year 1995, a new evolutionary computation 

technique called Particle Swarm Optimization (PSO) was 

proposed by Kennedy (social-psychologist) and Eberhart 

(electrical engineer) [23].  

The main idea of the PSO is based on the social behavior 

(foraging) of organisms such as fish (schooling) and bird 

(flocking) [24,25]. The birds or fish will move to the food in 

certain speed or position. Their movement will depend on 

their own experience and experience from other ‘friends’ in 

the group (𝑝𝑏𝑒𝑠𝑡 and 𝑔𝑏𝑒𝑠𝑡). 

PSO implements the particle population first at 

random, where each particle represents a potential solution 

to the objective function under consideration. Each particle 

in the swarm can memorize its current position that is 

determined by evaluation of the objective function, velocity, 

and the best position visited during its flying tour in the 

problem search space referred to as “personal best position” 

(𝑝𝑏𝑒𝑠𝑡). Here it is meant by the personal best position, the 

one that yields the highest fitness value for that particle. For 

a minimization task, the position having a smaller function 

value is regarded to as having a higher fitness [26]. Also, the 

best position visited by all particles is memorized, i.e. the 

best position among all 𝑝𝑏𝑒𝑠𝑡 positions referred to as “global 

best position” (𝑔𝑏𝑒𝑠𝑡). One of the most widely used 

improvements is the introduction of inertia weight by Shi 

and Eberhart, which is employed to control the impact of the 

previous history of velocities on the current one [27]. The 

inertia weight location in the formulation will modify the 

search regions. A higher inertia weight will drive algorithm 

towards the global search, and a lower one will cause the 

PSO to search locally. 

The Position and velocity of each particle are 

updated as follows: 

𝑣𝑖
𝑘+1 = 𝑤 𝑣𝑖

𝑘 + 𝑐1 ⨯ 𝑟𝑎𝑛𝑑() ⨯ (
𝑃𝑏𝑒𝑠𝑡𝑖−𝑥𝑖

𝑘

∆𝑡
) + 𝑐2 ⨯ 𝑟𝑎𝑛𝑑() ⨯

(
𝑔𝑏𝑒𝑠𝑡𝑖−𝑥𝑖

𝑘

∆𝑡
) … (29)             

     𝑥𝑖
𝑘+1 = 𝑥𝑖

𝑘 + 𝑣𝑖
𝑘+1 ∗  ∆𝑡             … (30) 

Where: 

𝑣𝑖
𝑘+1 : is the new velocity of  𝑖𝑡ℎ particle; 𝑣𝑖

𝑘 : is the original 

velocity of  𝑖𝑡ℎ particle; 𝑤: is the inertia weight and is usually 

set to 1 or is changing with time; 𝑟𝑎𝑛𝑑(): is a random number 

between 0 and 1; 𝑥𝑖
𝑘: is the current position in the 𝑖𝑡ℎ 

dimension; 𝑐1, 𝑐2: are the acceleration coefficients; 𝑝𝑏𝑒𝑠𝑡𝑖: is 

the personal best position in the 𝑖𝑡ℎ dimension; 𝑔𝑏𝑒𝑠𝑡𝑖: is the 

global best position in the 𝑖𝑡ℎ dimension; ∆𝑡:is the time step. 
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It is a common practice in PSO literature to choose 

a unity time step (∆t), The personal best position is updated 

after k iterations according to: 

 
𝑝𝑏𝑒𝑠𝑡𝑘+1

= {
𝑝𝑏𝑒𝑠𝑡𝑘     𝑖𝑓 𝐹 (𝑥𝑘+1) ≥ 𝐹 (𝑝𝑏𝑒𝑠𝑡𝑘)

𝑥𝑘+1        𝑖𝑓 𝐹(𝑥𝑘+1) < 𝐹 (𝑝𝑏𝑒𝑠𝑡𝑘)
}               … (31) 

Where: 

𝐹 : is the fitness function  

Referring to (29), the velocity update equation has 

three terms; the first term represents the particle’s memory 

of its current velocity (change in position) in the different 

dimensions of the search space, the second term is associated 

with “cognition” since it only takes into account the particle’s 

own experience, while the third one represents the “social 

interaction” between the particles. Each agent updates each 

location according to the interaction of the above three 

components. 

 The particles are allowed to search the solution space 

until the maximum number of iterations is reached or a 

convergence criterion is satisfied. The global best at the end 

of the evolution is taken as the solution to the problem [28].  

The proposed PSO algorithm that is introduced here is 

shown in the flow chart of figure 5. The following steps give 

explanations to the flow chart.  

1. Input data of a distribution system including all the 

operational constraints and initialize a population of 

particles with random positions and velocities on 

dimensions in the space.  

2. For each particle, evaluate the desired optimization 

fitness function (power loss) if it is better than the 𝑝𝑏𝑒𝑠𝑡, 

the value is set to 𝑝𝑏𝑒𝑠𝑡. If the best fitness better than the 

𝑔𝑏𝑒𝑠𝑡, the value is set to 𝑔𝑏𝑒𝑠𝑡.  

3. Store the particle with the best fitness (𝑔𝑏𝑒𝑠𝑡) value by 

running the load flow program after checking radiality.  

4. Change the velocity and position of the particle 

according to equations (29) and (30). 

5. If 𝑔𝑏𝑒𝑠𝑡 is optimal solution then stop. Else go to Step 2. 

6. End. 

 

 

Fig. 5: Flow Chart of the Particle Swarm Optimization 

(PSO) Algorithm 

4 TEST SYSTEM  

The base configuration of the IEEE 33-bus distribution 

system used in simulation is depicted in Figure 6. The line 

and load data of this system are provided in reference [29]. 

It consists of one feeder, 33 buses, 5 normally open switches 
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are Sw33 to Sw37 (tie switches), represented by dashed lines 

and 32 normally closed switches (sectionalizing switches), 

Sw1 to Sw32, are represented by solid lines. The nominal 

system voltage is 12.66 kV, 𝑆𝑏𝑎𝑠𝑒 is 100 MVA and the total 

system loads are 3715 kW and 2300kVAr [30]. 

 
     Fig. 6: The 33- bus network before re-configuration 

For the three different load scenarios of the standard 

test system, when ACO approach is applied, a group of 

100 ants are generated to construct the feasible solution of 

the system in each iteration; where the maximum number 

of iterations is 60 and when PSO approach is applied, a 

group of 100 particles are generated to construct the 

feasible solution of the system in each iteration; where the 

maximum number of iterations is 60. The parameters of 

ACO and PSO methods which they selected by the trial 

and error approach are illustrated in tables 2 and 3 below: 

                                   TABLE 2  

                       The parameters of ACO 

 

 

                                          TABLE 3 

                               1 The parameters of PSO 

 
 

5 SIMULATION RESULTS AND DISCUSSION 

5.1 OPTIMAL RE-CONFIGURATION RESULTS FOR CASE 

1 

Network re-configuration based on constant load 

demand for the standard IEEE 33-bus test network is 

implemented by using the proposed ACO and PSO 

algorithms.  The results are summarized in Table 4. 

Table 4 

Results of the 33-bus network at constant load 

demands (𝜎 = 0, 𝜏 = 0), 𝛾 = 1 

 

Table 4 explains the contrast between the proposed 

algorithms (ACO) and particle swarm optimization (PSO) 

algorithm, regarding the switch’s status, active power loss, 

reactive power loss, apparent power loss, average voltage 

and minimum voltage. It was noticed that the best re-

configuration of switches set was (Sw7, Sw9, Sw14, Sw32, 

Sw37) for standard 33-bus test network with constant feeder 

load demands because of its minimum TPL. It was also 

observed that both the TQL and TSL for the optimal set were 

the minima, while 𝑉𝑎𝑣 meets the code voltage restriction. The 

active power loss of the ideal re-configuration compared 

with the original case, showed a reduction of active power 

loss by 31.14279 % from 202.6700 𝑘𝑊 to 139.5529 𝑘𝑊 with a 

net decrease of active power loss being 63.1171 𝑘𝑊. The 

minimum voltage was improved by 2.86 % from 0.9092  𝑝. 𝑢. 

to 0.9378 𝑝. 𝑢. 

The voltage and active power loss reduction 

profiles of the network at constant load demand (for 

the initial and optimal configuration), when ACO 

algorithm is applied are shown in Fig. 7 and fig. 8. It 

can be seen that the voltage profile at all buses (except 

for buses 19, 20, 21, 22) were enhanced after 

reconfiguration. 
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Fig. 7: Voltage profile for standard 33-bus system (before 

and after re-configuration) using the ACO algorithm at 

constant load demands when (𝜎 = 0, 𝜏 = 0), 𝛾 = 1. 

 

Fig. 8: Active power losses reduction profile for the 33-bus 

network (before and after re-configuration) using the ACO 

algorithm at constant load demands when (𝜎 = 0, 𝜏 = 0), 𝛾 

= 1 

5.2 OPTIMAL RE-CONFIGURATION RESULTS FOR CASE 

2 

There are four levels of load demand starting from 𝛾 = 

0.75 to 𝛾 = 1.25 with step changes of 12.5%. Tables 5-8 show 

that for standard 33-bus test network at each load level, the 

switch set (Sw7, Sw9, Sw14, Sw32, Sw37) had the minimum 

TPL. It was also observed that both the TQL and TSL for the 

optimal set were the minima for Tables 5-8.  

TABLE 5  

The 33-bus network results with load factor 𝛾 = 0.75. 

 

 

 

 

 

 

TABLE 6 

 The 33-bus network results with load factor 𝛾 = 0.875 

 

TABLE 7 

The 33-bus network results with load factor 𝛾 = 1.125 

 

Table 8 

The 33-bus network results with load factor 𝛾 = 1.250 
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From Tables 5–8, it is noticed that the average voltage 

improved by decreasing 𝛾 and the total active power loss 

was the minimum when 𝛾 = 0.75, and was the maximum 

when 𝛾 = 1.250. The voltage and the active power losses 

reduction profiles of the network (for the initial and optimal 

configuration), when ACO algorithm is applied for a 

different value of 𝛾 are shown below. 

  

Fig. 9: Voltage profile for the 33-bus network (before and 

after re-configuration) using the ACO algorithm with 

different value of 𝛾  

       

Fig. 10: Active power loss reduction profile for the 33-bus 

network (before and after re-configuration) using the ACO 

algorithm with different value of 𝛾. 
5.2 OPTIMAL RE-CONFIGURATION RESULTS FOR CASE  
3 

 

Tables 9-16 show a comparison between the re-

configuration when ACO and PSO approaches applied for 

different load patterns (all seasons). It was noticed from 

these tables that the re-configuration pattern with switch set 

(Sw7, Sw9, Sw14, Sw32, Sw37) had the minimum TPL.  

TABLE 9 

 The 33-bus network results with 𝜎 = 0.72 , 𝜏 = 2.96 

 

TABLE 10 

 The 33-bus network results with 𝜎 = 0.92 , 𝜏 = 4.04 

 

TABLE 11  

The 33-bus network results with 𝜎 = 1.04 , 𝜏 = 4.19 

 

TABLE 12 

 The 33-bus network results with 𝜎 = 1.30 , 𝜏 = 4.38 
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TABLE 13  

The 33-bus network results with 𝜎 = 1.25 , 𝜏 = 3.50 

 

TABLE 14 

 The 33-bus network results with 𝜎 = 0.99 , 𝜏 = 3.95 

 

TABLE 15  

The 33-bus network results with 𝜎 = 1.50 , 𝜏 = 3.15 

 

TABLE 16 

 The 33-bus network results with 𝜎 = 1.51 , 𝜏 = 3.40 

 

The voltage and the active power losses reduction 

profiles of the network (for the initial and optimal 

configuration), when ACO algorithm is applied for a 

different value of 𝜎, 𝜏 are shown below. 

 

Fig. 11: Voltage profile for the 33-bus network (before and 

after re-configuration) using the ACO algorithm for 

different patterns with a different value of 𝜎, 𝜏  
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Fig. 12: Active power loss reduction profile for the 33-bus 

network (before and after re-configuration) using the ACO 

algorithm for different patterns with a different value of 𝜎, 𝜏  

6 CONCLUSIONS 

The main focus of this research is to examine the load model 

optimization problem from different perspectives (residential and 

industrial) load types to reflect variable load styles with variable 

exponential rates. In addition, to test the effectiveness of the 

proposed ant colony optimization and particle swarm optimization 

algorithms when re-configuring electrical distribution networks in 

order to minimize system power loss and voltage profile 

improvement.  In this work, we described the construction of the 

Ant Colony Optimization (ACO) and the Particle Swarm 

Optimization (PSO) techniques. As the algorithms involves a 

probability-based search, the decision of ACO and PSO algorithms 

is simple and show better performance with significant reduction 

in the computation effort, as they search for the optimal solution. 

The parameters of the proposed methods (ACO) and (PSO) are 

adjusted by trial and error in order to achieve the maximum 

efficiency of the proposed algorithm in order to obtain an optimal 

solution. The ACO and PSO methods have been applied to a 

standard 33-bus test system to minimize total line losses without 

violating operating constraints. The framework has been designed, 

programmed and implemented using the MATLAB R2017b 

environment. Total actual, reactive and apparent power losses, 

average voltage and minimum voltage were determined at each 

stage. Based on the results obtained for the test system show clearly 

the power loss reduction after re-configuration.  
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